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Abstract: Flexible spatial-statistical models are widely used to create climato-
logical estimates. Although most models assume a normally distributed response
this assumption can lead to inaccurate estimates for certain variables. Precipita-
tion, for instance, is physically limited to values ≥ 0 so that it might be seen as
left-censored. We develop a novel spatial-statistical additive model for location,
scale, and shape which can handle censored normal distributed responses. This
article presents a precipitation climatology over complex terrain with a daily tem-
poral resolution on a 0.5 x 0.5 km grid. The results demonstrate that the new
method outperforms existing methods and is able to resolve local effects quite
well compared to single-station estimates. Our model enables the creation of cli-
matologies with a high spatio-temporal resolution, yet does not need extensive
tuning. Overall, the model is easily adaptable to new applications.
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1 Introduction

The northern part of Tyrol in the Eastern Alps is reaching from 465m up
to 3798m, the highest peak in Austria. Due to the complex topography
and the location within the Alps, Tyrol is strongly related to precipitation.
During the winter the local economy, tourists, transportation, and the local
population is strongly related to snow conditions while during the summer
season extreme precipitation amounts can lead to floods or droughts.
Using spatial-statistical models to create climatologies is not new. However,
existing methods are often based on monthly or even yearly means or sums.
Plausible reason: there is no need to handle zero-observation events and the
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Station Schwaz (EHYD)
Distribution the square root of 24h precipitation sums

Data ranging from 1970−09−02 to 2012−01−02
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FIGURE 1. Sample distribution of 24h precipitation sums at station Schwaz (535
m.a.s.l, Tyrol; observations square-root transformed) containing 14975 observa-
tions. The lines show the PDFs for a normal distribution (black, dashed), and for
a normal distribution left-censored at 0 (red, solid). Ordinate cut at 0.35. Class
[−0.3, 0.3] has a frequency of 0.95.

assumption of a normally distributed responses is often apposite. On a daily
base zero-observations occur very frequently. We developed an extended ad-
ditive model for location, scale, and shape for censored normally distributed
response. The field of possible applications is reaching from climatological
trend analysis, torrent control, or local spatial planning, to the use as priori
information for extreme-value modelling or weather forecasting.

2 Skewness of Observation Distribution

Precipitation observations are typically skewed distributed. A common ap-
proach to remove major parts of the skewness is to transform the observed
values as proposed by Cox (1964). For precipitation, a square root trans-
formation is commonly used (Hutchinson 1998b). Furthermore the data
show a strong point mass on 0 due to the fact that about two third of all
days are “dry” without precipitation. As precipitation can only be ≥ 0, the
distribution can be seen as left-censored at 0 (Cohen, 1959).
Figure 1 shows the distribution of observed square root transformed daily
precipitation sums for station Schwaz. Additionally, two probability distri-
bution functions (PDFs) are shown. The first one shows a normal distri-
bution with in-sample mean and standard deviation, the second shows a
left-censored normal distribution with its censoring point at 0. The latter
one is obviously more appropriate for the given sample distribution.
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3 Censored Spatial Model

For the spatial modelling we are using a new R package called bamlss

(Umlauf 2015), a package for Bayesian Additive Models for Location, Shape
and Scale. The model can be written as:

y∗ ∼ N(µ, σ2)

Where y∗ is the latent response, η is the location, and σ the scale parameter
of the latent unobservable process. Location and log-scale are expressed by
an additive combination of explanatory variables. In the “simple” example
shown in Figure 2 & 3 these are: yday (day of the year), alt (altitude),
and lon/lat (longitude/latitude).

η• = ϕ0 + g(yday) + g(alt) + g(lon, lat)

where ϕ0 = β0 for ηmu, ϕ0 = γ0 for ησ, and g are non-linear functions
determined by coefficients β and γ respectively.

µ = ηµ; log(σ) = ησ; y = max(0,y∗)

Given the response y, and the explanatory variables x, the unknown pa-
rameters for ηµ (β) and for ησ (γ) can be found by maximum likelihood:

L(β, γ|y, x) =

N∏
i=1

f(yi|xi, β, γ)I(yi>0) · F (0|xi, β, γ)I(yi=0)

where f and F are the probability density function and the cumulative
distribution function of the normal distribution respectively.
Preliminary results can be found in Figure 2 & 3 showing the effects in-
cluded in the model formulas η•. The 110 stations used for the model are
reaching up to 2290m but, about 90 % are located below 1600m which
leads to an increasing log-scale with higher altitude as shown in Figure 2.

4 Model Comparison & Intermediate Findings

Figure 4 shows a comparison of the seasonal effects between single-station
estimates (colorized) and the mean seasonal effect on the full spatial model
(black). The seasonal effect strongly varies between the south and the north
side of the Alps. The spatio-temporal model captures the characteristic of
the major proportions, however, the south side stations (reddish colors)
should have a different effect. To take this into account an additional effect
(e.g. spatially variable seasonal effects) should be added but has not been
done yet.
To check the improvement of the new censored spatio-temporal estimates,
we compared the results of the censored models (using bamlss) against some



4 Spatio-Temporal Censored Model of Precipitation Climatology

FIGURE 2. Centred effects for location (top row) and log-scale (bottom row)
on square root transformed observations. Left/Right: effect on day of the
year/altitude. Effects estimated on 30 years of data (1982-2012), 110 different sta-
tions. Highest precipitation amounts expected during summer period (µ). Log-s-
cale seems to be highest in late summer/autumn (day 200–300; late July to
September) which is related to the convective season.

FIGURE 3. Centred spatial longitude/latitude effect over North Tyrol for location
(left), and log-scale (right). Same data basis as Figure 2. The location effect shows
the increasing amounts of precipitation towards the northern parts (Alpine ridge).
Lowest in dry inner Alpine valleys. The log-scale effect seems to be strongly
related to the station density (boundary-effect).
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FIGURE 4. Each line plotted shows the climatology for one of the stations esti-
mated via a single-station based censored bamlss model. The colors correspond to
the latitudinal location of the station (see subplot; overview over North Tyrol).
In black: mean effect from the spatio-temporal model shown in Figure 2 & 3.

generalized additive models based on monthly mean observations (using
mgcv). As the temporal resolution of these models differ (daily vs. monthly)
two questions arise: (i) What is the skill of the new daily-based climatology
when aggregated to monthly means vs. a model directly trained on monthly
means? (ii) How is the skill on a daily basis?
The in-sample validation of four selected models is shown in Figure 5. Skill
scores of mean absolute and root mean squared errors are shown. Model
“mon-A/cens-A”and“mon-B/cens-B”are comparable as they have identical
explanatory effects. The setup of model “A” is shown in Chapter 3, setup
“B” contains additional topographic regressors.
As shown our new model is comparable to the one estimated on monthly
mean values when aggregated to a monthly resolution (Figure 5). On a
daily basis the new model has significantly lower errors (positive skill).

5 Conclusion & Outlook

The presented method has some major advantages over existing ones. Treat-
ing precipitation as left censored makes it unnecessary to reduce the tem-
poral resolution (e.g., take monthly means to avoid zero-observations). Fur-
thermore additional daily-based explanatory variables can be included to
create e.g, wind-direction dependent climatological estimates. In compar-
ison to commonly used tools for precipitation analysis, the new approach
needs less priori knowledge and less extensive tuning. Furthermore, the
new method outperforms existing ones even when aggregated to a monthly
resolution.
As shown, not all effects are captured yet. Searching for additional vari-
ables has to be one of the next steps. Due to the size of the data set addi-
tional (multi-dimensional) terms are computationally expensive (memory
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FIGURE 5. Skill scores of bootstrapped mean absolute (MAE) and root mean
squared (RMSE) errors validated on monthly-mean base (top row), and on a daily
basis (bottom row). Model “mon-A” chosen as reference model. Black: normal
distributed models on monthly means (mgcv). Blue: censored normal distributed
models on daily observations (bamlss). The unit of all data is in “square root of
daily mean” (

√
millimeter per day).

& CPU). Therefore we are working on the code of the bamlss package to
optimize the performance/resource management.
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